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ABSTRACT

The imminent need to interpret the output of a Machine Learning
model with counterfactual (CF) explanations — via small perturba-
tions to the input — has been notable in the research community.
However, it is quite important to evaluate the performance of such
explanations, when such models are being trained in a distributed
setting. This work transfers the knowledge from interactive sys-
tems and proposes metrics such that CF examples can be evaluated
and be useful for unbiased model training. Our preliminary results
illustrate the significance and the benefits of our approach.
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1 INTRODUCTION

Training Machine Learning (ML) models in distributed systems
can affect their performance can bias their output. Pre-processing
data transformations may inherently impact models being learnt
in a distributed setting and this phenomenon is exacerbated in
such systems. CF explanations [2] have emerged as a means of
analyzing and interpreting ML models, as it is crucial to understand
model behavior, without running disruptive live tests on the models.
However, this emerges the risk of inaccuracies in model estimations
due to biases or incorrect assumptions made by the practitioner who
examines the model. A crucial question to answer is how to evaluate
counterfactual explanations for models trained using a distributed
setting. Existing works have focused on policy learning e.g. the
relevance of a targeted ad to a user, which has been used to estimate
and evaluate the online performance of a given policy or even find
and learn a new policy that improves upon an existing policy. The
question we aim to answer in this work is the ability to transfer this
knowledge from the policy domain to the CF explanations domain.

2 RESEARCH PROBLEM

We aim to answer how to evaluate counterfactual explanations for
models trained in distributed systems. Several metrics have been
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Figure 1: Cumulative weight propensity score

proposed such as Inverse Propensity Score[1] and Doubly Robust.
We focus on the IPS metric on a novel type of advertising data,
as it can be used to estimate the effects of treatments or actions
in observational studies where random assignment is not possi-
ble, mitigating selection bias. Propensity score is the probability
of assignment to a particular treatment given a set of observed
covariates. Inverse Propensity Scoring weights each instance by
the inverse of its propensity score. IPS adjusts the importance of
each action’s reward based on how likely it was to be chosen by the
behavior policy, aiming to estimate what the reward would have
been under a different target policy. Therefore, it can help reduce
bias in estimating treatment effects from observational data and
allows for the comparison of outcomes under different treatment
strategies without needing randomized trials. Our preliminary re-
sults evaluate and explain bias in advertising data have illustrated
the following: In individuals with high propensity scores (more
likely to click), we might expect higher weights for treated indi-
viduals and lower weights for untreated individuals. Thus, in the
original data the weighting process has relatively evenly distributed
influence across the range of propensity scores (Figure 1). However,
in the counterfactual dataset, we have an indication that a few indi-
viduals with high propensity scores have extremely large weights
compared to the rest of the population and therefore the training
procedure over the distributed setting requires to mitigate the bias.
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