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ABSTRACT

Containerized environments have emerged as the appropriate means
to train a wide range of deep neural network (DNN) models for
supporting data-intensive applications at scale. The containerized
environment may benefit from the multiple and diverse types of
accelerators available (such as CPUs, GPUs, TPUs and FPGAs) in
order to speed up the training process. However, existing orchestra-
tor platforms ignore the aspect of the cluster’s energy consumption,
that significanlty impacts the environmental footprint of the infras-
tructure. In this paper, we present SCORER, a reSource sCheduling
framework fOr tRaining dEep neuRal networks in containers to
address the aforementioned energy consumption challenge. Our
experimental results illustrate the benefits of our approach.
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1 INTRODUCTION

Deep Neural Networks have revolutionized various industries, in-
cluding financial risk analysis, intelligent transportation, healthcare
and smart cities. However, training DNNs can be a challenging prob-
lem due to the inherent model complexity, since, the more complex
the deployed model is, the more expensive the training procedure
will be. To this end, the training process of DNNs can benefit from
the use of multiple and heterogeneous accelerators in cluster in-
frastructures (such as CPUs, GPUs, TPUs and FPGAs) in order to
parallelize its execution, thus resulting in low values of training
time required. However, the great diversity of DNN models may
result in under-utilization of the cluster infrastructure, since not
all jobs have the same computing requirements. If the training pro-
cess opts for only a specific type of accelerator (i.e. train only with
GPUs), the rest of the available resources remains unused, thus the
cluster infrastructure is not utilized at its full scale.

For speeding up the DNN training process, approaches like in
[1] have been proposed, exploiting multiple types of parallelism.
However, these works are still limited since they focus on using
only homogeneous cluster infrastructures and fail to address the
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Figure 1: SCORER overview

energy consumption aspect, significantly impacting the clusters’
environmental footprint.

2 RESEARCH PROBLEM AND APPROACH

In this work, we aim to address the aforementioned challenges by
proposing SCORER, an energy-aware reSource sCheduling frame-
work fOr tRaining dEep neuRal networks in containers. SCORER
solves the energy-aware resource scheduling problem by balanc-
ing the trade-off between the timely execution of DNN training
processes and minimizing the energy consumption of the cluster in-
frastructure. We select the appropriate number of instances of CPU
and GPU-enabled containers, which can be used for speeding up the
training process, but are also minimizing the energy consumption,
based on the needs of each DNN model to be trained. SCORER in-
corporates two major components, the Model Scheduler, which is
responsible for selecting the type of parallelism utilized to speedup
the training process, based on specific attributes of the DNN model
to be trained, and the Energy Estimator, which, based on profiling
runs, examines the possible configurations that minimize both the
training execution time and the energy consumed for each spe-
cific configuration. As soon as the Energy Estimator component
finishes the generation of the appropriate configuration, this is
forwarded to the Node Configurator component that deploys the
appropriate number of CPU and GPU containers and initiates the
training process of a DNN model. Our experimental evaluation has
shown the significant benefits of our approach, minimizing the
energy consumption of the DNN training process.
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